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Data Augmentation

• The technique of artificially expanding a dataset by 
applying various transformations or modifications to the 
existing data samples while preserving their labels or ground 
truth information. 

• This technique is widely used in machine learning and deep 
learning to increase the diversity of training data, improve 
the generalization ability of models, and enhance their 
robustness against variations in input data.
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1. Image Classification

• Augmenting images by applying transformations such as 
flipping (水平翻轉), rotation (旋轉), scaling (縮放), and 
cropping (裁切) to create additional training samples. 

• This helps models learn to recognize objects from different 
viewpoints, orientations, and scales.
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2. Object Detection

• Augmenting images by introducing variations in object 
positions (位置), sizes (尺寸), and occlusions (遮擋). 

• This enables object detection models to better handle 
diverse scenarios and improve their ability to detect objects 
accurately under different conditions.
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3. Semantic Segmentation (語義分割)

• Augmenting images by applying geometric transformations
(幾何變換) and color variations (顏色變化) to generate more 
annotated pixel-level segmentation masks. 

• This assists semantic segmentation models in learning to 
segment objects robustly across different scenes (不同場景) 
and lighting conditions (照明條件).
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4. Natural Language Processing (NLP)

• Augmenting text data by introducing variations in word 
order (語句重排), synonyms (同義詞替換), paraphrases(改寫, 
用不同的文字重新敘述一句話), and grammatical structures (句
子重組). 

• This aids NLP models in learning more robust language 
representations and improving their performance on tasks 
such as text classification, sentiment analysis, and machine 
translation.
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5. Speech Recognition

• Augmenting audio data by adding background noise (背景噪
聲), varying pitch (調整音調), speed (語速), and accent (口音).

• This helps speech recognition models become more resilient 
to environmental noise and accent variations, resulting in 
improved accuracy and robustness.
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8Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

• Data warping (數據扭曲):  transform existing images such that their label is 
preserved. (改變現有)

• Oversampling: create synthetic instances and add them to the training set. (合成
新的)

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


A. Data Augmentations based on basic image manipulations

• Flipping

• Color space

• Cropping

• Rotation

• Translation

• Noise injection

• Color space transformations

• Kernel filters

• Mixing images

• Random erasing

9Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


10Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


11Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


12Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


Kernel filters (濾波器)
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blurring images for Data Augmentation could lead to higher resistance to motion blur 
during testing.
模糊處理增強運動模糊抵抗力

Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


Mixing images
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Mixing images together by averaging their pixel values is a 
very counterintuitive approach to Data Augmentation.

Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


Random erasing
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This technique was specifically designed to combat image 
recognition challenges due to occlusion.

Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


B. Data Augmentations based on Deep Learning

• Feature space augmentation

• Adversarial training

• GAN-based Data Augmentation

• Neural Style Transfer

• Meta learning Data Augmentations

• Neural augmentation

• Smart Augmentation

• AutoAugment

16Reference: https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-019-0197-0


Transforming and augmenting images
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https://pytorch.org/vision/stable/transforms.html

https://pytorch.org/vision/stable/transforms.html
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https://pytorch.org/vision/stable/transforms.html

https://pytorch.org/vision/stable/transforms.html
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import torchvision.transforms as transforms

# Image flipping

flip_transform = transforms.RandomHorizontalFlip(p=0.5) # Horizontal flip with a probability of 0.5

# Rotation

rotation_transform = transforms.RandomRotation(degrees=30) # Random rotation within ±30 degrees

# Scaling

scale_transform = transforms.RandomResizedCrop(size=(224, 224), scale=(0.8, 1.0))

# Translation

translate_transform = transforms.RandomAffine(degrees=0, translate=(0.2, 0.2)) # Translation within ±0.2 
times image width and height

# Brightness adjustment

brightness_transform = transforms.ColorJitter(brightness=0.2) # Adjust brightness within ±0.2 times

# Contrast adjustment

contrast_transform = transforms.ColorJitter(contrast=0.2) # Adjust contrast within ±0.2 times

# Noise injection

noise_transform = transforms.Compose([

transforms.ToTensor(),

transforms.Lambda(lambda x: x + 0.1 * torch.randn_like(x)) # Add Gaussian noise with a standard 
deviation of 0.1

])
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